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Abstract— This study predicts the best supervised learning method of knowledge discovery in databases patterns. 
Data mining algorithms are used to extract the information and patterns derived by the knowledge discovery database 
process. Classification are done using predictive model of data mining techniques of back propagation algorithm and 
Radial basis function. The values of the features are evaluated by artificial Intellligence  algorithm.  
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1. INTRODUCTION 
 Amatur, et al., (1992), examined the segmentation of 
magnetic resonance images by optimizing neural networks. 
This study has demonstrated the applicability of Hopfield net 
for the tissue classification in MRI. Levinski, et al., (2009), 
describes the approach for correcting the segmentation errors 
in 3D modeling space, implementation, principles of the 
proposed 3D modeling space tool and illustrates its 
application. Paragios, et al., (2003), introduces a knowledge 
based constraints, able to change the topology, capture local 
deformations, surface to follow global shape consistency 
while preserving the ability to capture using implicit function. 
Suri, et al., (2002), an attempt to explore geometric methods, 
their implementation and integration of regularizers to 
improve robustness of independent propagating 
curves/surfaces. Yuksel, et al., (2006), reveals the 100% 
classification accuracy of carotid artery Doppler signals using 
complex-values artificial neural network. Wendelhag, et al., 
(1991, 1997) results shows variations secondary to subjective 
parameters when manual measurement methods are employed. 

A thorough computerized system is necessary to evaluate the 
pattern recognition using data mining techniques.  
Our proposed method acts as a tool to predict the same 
patterns in data effectively and efficiently with less time and 
less memory allocation.   
 
 

       2. MATERIAL AND METHODS 
 
In the present study, 200 samples of datas of medical 

images with same patterns are collected. Data mining 
techniques for classification using ANN, Back propagation 
algorithm(BPA) and Radial Basis Function(RBF) were 
examined to extract the selection of data, preprocessing the 
data, transformation of data into common format and data 
mining with ann techniques are used to generate desired 
results. The results of these two classifiers were compared. 
The same dataset features were compared with BPA and RBF 
This methodology provides a reliable tool to generate desired 
result to the users. The  results    demonstrate   that    it  has  
the  potential to  perform  qualitatively  better  than  applying    
existing   methods  in    pattern recognition using data mining 
techniques. 

 
 

                                 3. Data Mining 
 
Knowledge discovery in database patterns refers to the 
collection of data from many different data sources. Erroneous 
data may be corrected or removed, whereas missing data must 
be supplied or predicted using SPSS tool.  Data from different 
sources must be converted into common format.  Applied data 
mining algorithm to the transformed data to generate desired 
results.   
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Fig.1 Overview of proposed method 
 
3.1 Back propagation  Network 
 A back propagation neural network is a multi-layer 
feed-forward neural network consisting of an input layer, a 
hidden layer and an output layer. The neurons presents in the 
hidden and output layers have biases, which are connections  
from the units whose activation is always one. The training of 
the back propagation network is done in three stages. 
 

1) Input training pattern. 
2) Error calculation. 
3) Updation of weights. 

3.1.1 BACK PROPAGATION ALGORITHM 
The back propagation learning procedure has become 

the single most popular method to train networks. It has been 
used to train networks in problem domains. The algorithm is 
developed considering supervised method for measuring 
minimum error value and steepest-descent method to examine 
a global minimum. 
 BPA helps to classify a boundary based on nine 
characteristics of sample ultrasound segmented images.  The 
dataset consist of 200 samples dataset input is an 9x200 
matrix, whose characteristics are age, size, height, sex, length, 
internal diameter, wall thickness and circularity. 
 200 samples of dataset are randomly used for 
validation and testing.   70% for training,(140 samples), 15%  
for validation(30 samples) and 15% for testing(30 samples) 
are considered in BPN 
Beginning with an initial (possibly random) weight 
assignment for a three layer feed forward network proceed as 
follows 
Step 1: Present  and form outputs oi of all units in network. 

Step 2: Use equation   

(    to update  for the output layer. 

Step 3: Use equation  =  (  to update  for 

the hidden layer(s).   
Step 4: Stop if updates are insignificant or the error is below a 
preselected threshold; otherwise return to step 1. 
   
3.2 RADIAL BASIS FUNCTION NETWORK 
 RBF is a function whose values increases or 
decreased with the distance from a central point.  The 
Gaussian activation function is an RBF function with a central 
point of 0. Three layers of RBF NN are 1) The input layer 
used to simply input the data 2) In hidden layer, Gaussian 
activation function is applied.  The hidden nodes learn to 
respond only to the subset of the input . 3) The output layer 
displays one predicted output as per rules processing. The 
dataset consist of 200 samples are given as input. Stop the 
process until the error is less than the threshold value. 

4. RESULTS AND DISCUSSION 
 

A brief study of two different methods is discussed.    
Features are extracted from segmented images using pattern 
recognition of neural network. Back propagation algorithm 
and Radial basis function network is applied to train and to 
classify the inputs according to the outputs. To validate the 
output confusion matrix is implemented for training, testing 
and validation done to refer true positive rate versus false 
positive rate. 

 

 
 
                        Fig.2 Training in BPA 
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  Fig.3 Training in RBF 
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                   Fig. 4  High accuracy in training confusion matrix  
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                Fig. 5 High accuracy in validation confusion matrix  
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Fig. 6  ROC for training true positive rate vs false positive rate  
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Fig. 7   ROC for training true positive ratio vs false positive ratio  

 
To validate the desired output training, testing and 

validation is done by using confusion matrix network. 
Confusion matrix is applied for training, validation, testing 
ROC (Region of characters) using true positive rate vs false 
positive rate. Figure 3.3 and Figure 3.4, shows the 99.51% 

accuracy and no number of incorrect responses helps to 
predict the Back propagation algorithm   is best compared to 
radial basis function network.  

5. CONCLUSION 
 A real time measurement made and classified by 

back propagation network which produces more accurate 
results than Radial Basis function method.  
    It is believed that this will provide a faster solution 
and effective way for classification of data patterns in data 
mining.  

 Thus concluded that prediction of knowledge based 
database patterns can be detected effectively and accurately 
with back propagation algorithm and the same can be used as 
the second observer apart from practitioner’s opinion.  

 In future, the proposed method is also suitable for  
medical applications to detect closer contours. This method 
can also be suitable to detecting vessel and spine boundary in 
angiography and radiography.  
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